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\textbf{Polish spaces}: separable completely metrizable spaces, e.g. the \textit{Cantor space} $\omega^2$ and the \textit{Baire space} $\omega^\omega$.

\textbf{Definable subsets}: \textit{Borel sets}, \textit{analytic sets}, \textit{projective sets}...
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G. Cantor (1870) proved that all closed subsets of $\mathbb{R}$ have the PSP: this is one of the earlier results in the area now called (classical) descriptive set theory.
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Among many other things, Stone showed e.g. that \( B(\lambda) \approx C(\lambda) \) when \( \lambda > \omega \) and \( C(\lambda) \) is defined, and that all Borel/\( \lambda \)-analytic subsets of \( B(\lambda) \) have the \( \lambda \)-PSP.
Generalized descriptive set theory

Don’t care about separability and (complete) metrizability, but rather systematically replace \( \omega \) with an uncountable cardinal \( \kappa \) in all definitions.
Don’t care about separability and (complete) metrizability, but rather systematically replace \( \omega \) with an uncountable cardinal \( \kappa \) in all definitions. Motivation not totally clear to me, but, a posteriori, remarkable connections with other areas of set theory and model theory (Shelah’s stability theory).
Generalized descriptive set theory

Don’t care about separability and (complete) metrizability, but rather systematically replace $\omega$ with an uncountable cardinal $\kappa$ in all definitions. Motivation not totally clear to me, but, \textit{a posteriori}, remarkable connections with other areas of set theory and model theory (Shelah’s stability theory).

Vaught (1974), Mekler-Väänänen (1993), Friedman-Hyttinen-Kulikov (2015), ...
Don’t care about separability and (complete) metrizability, but rather systematically replace $\omega$ with an uncountable cardinal $\kappa$ in all definitions. Motivation not totally clear to me, but, *a posteriori*, remarkable connections with other areas of set theory and model theory (Shelah’s stability theory).

**Generalized Cantor space and Baire space**: $\kappa^2$ and $\kappa^\kappa$, endowed with the *bounded topology*, i.e. the topology generated by the sets $N_s = \{ x \in \kappa^2 \mid s \sqsubseteq x \}$ with $s \in <\kappa^2$ (and similarly for $\kappa^\kappa$).
Don’t care about separability and (complete) metrizability, but rather systematically replace $\omega$ with an uncountable cardinal $\kappa$ in all definitions. Motivation not totally clear to me, but, \textit{a posteriori}, remarkable connections with other areas of set theory and model theory (Shelah’s stability theory).

Vaught (1974), Mekler-Väänänen (1993), Friedman-Hyttinen-Kulikov (2015), ... 

**Generalized Cantor space and Baire space:** $\kappa^2$ and $\kappa^\kappa$, endowed with the \textit{bounded topology}, i.e. the topology generated by the sets $N_s = \{ x \in \kappa^2 \mid s \subseteq x \}$ with $s \in <\kappa^2$ (and similarly for $\kappa^\kappa$).

**Definable sets:** $\kappa^+\text{-Borel}$ sets = sets in the $\kappa^+$-algebra generated by open sets;
Don’t care about separability and (complete) metrizability, but rather systematically replace \( \omega \) with an uncountable cardinal \( \kappa \) in all definitions. Motivation not totally clear to me, but, \textit{a posteriori}, remarkable connections with other areas of set theory and model theory (Shelah’s stability theory).

**Generalized Cantor space and Baire space:** \( \kappa^2 \) and \( \kappa \kappa \), endowed with the \textit{bounded topology}, i.e. the topology generated by the sets \( \mathcal{N}_s = \{ x \in \kappa^2 | s \subseteq x \} \) with \( s \in <\kappa^2 \) (and similarly for \( \kappa \kappa \)).

**Definable sets:** \( \kappa^+ \)-Borel sets = sets in the \( \kappa^+ \)-algebra generated by open sets; \( \kappa \)-analytic sets = continuous images of closed subsets of \( \kappa \kappa \) (equivalently, continuous images of \( \kappa^+ \)-Borel subsets of \( \kappa^2 \)).
Don’t care about separability and (complete) metrizability, but rather systematically replace $\omega$ with an uncountable cardinal $\kappa$ in all definitions. Motivation not totally clear to me, but, \textit{a posteriori}, remarkable connections with other areas of set theory and model theory (Shelah’s stability theory).

Vaught (1974), Mekler-Väänänen (1993), Friedman-Hyttinen-Kulikov (2015), ...

**Generalized Cantor space and Baire space:** $\kappa^2$ and $\kappa\kappa$, endowed with the \textit{bounded topology}, i.e. the topology generated by the sets $N_s = \{x \in \kappa^2 \mid s \sqsubseteq x\}$ with $s \in <\kappa^2$ (and similarly for $\kappa\kappa$).

**Definable sets:** $\kappa^+\text{-Borel}$ sets = sets in the $\kappa^+$-algebra generated by open sets; $\kappa$-\textit{analytic} sets = continuous images of closed subsets of $\kappa\kappa$ (equivalently, continuous images of $\kappa^+$-Borel subsets of $\kappa^2$).

**Regularity properties:** $\kappa$-PSP for a set $A = \text{“either } |A| \leq \kappa, \text{ or } \kappa^2 \text{ topologically embeds into } A\text{”;}$
Generalized descriptive set theory

Don’t care about separability and (complete) metrizability, but rather systematically replace $\omega$ with an uncountable cardinal $\kappa$ in all definitions. Motivation not totally clear to me, but, \textit{a posteriori}, remarkable connections with other areas of set theory and model theory (Shelah’s stability theory).

Vaught (1974), Mekler-Väänänen (1993), Friedman-Hyttinen-Kulikov (2015), ...

**Generalized Cantor space and Baire space:** $\kappa^2$ and $\kappa^\kappa$, endowed with the \textit{bounded topology}, i.e. the topology generated by the sets $N_s = \{ x \in \kappa^2 \mid s \sqsubseteq x \}$ with $s \in <\kappa^2$ (and similarly for $\kappa^\kappa$).

**Definable sets:** $\kappa^+$-\textit{Borel} sets = sets in the $\kappa^+$-algebra generated by open sets; $\kappa$-\textit{analytic} sets = continuous images of closed subsets of $\kappa^\kappa$ (equivalently, continuous images of $\kappa^+$-Borel subsets of $\kappa^2$).

**Regularity properties:** $\kappa$-PSP for a set $A$ = “either $|A| \leq \kappa$, or $\kappa^2$ topologically embeds into $A$”; $\kappa$-Baire property (when it makes sense);
Don’t care about separability and (complete) metrizability, but rather systematically replace \( \omega \) with an uncountable cardinal \( \kappa \) in all definitions. Motivation not totally clear to me, but, \textit{a posteriori}, remarkable connections with other areas of set theory and model theory (Shelah’s stability theory).

**Generalized Cantor space and Baire space:** \( \kappa^2 \) and \( \kappa \kappa \), endowed with the \textit{bounded topology}, i.e. the topology generated by the sets \( N_s = \{ x \in \kappa^2 \mid s \subseteq x \} \) with \( s \in <\kappa^2 \) (and similarly for \( \kappa \kappa \)).

**Definable sets:** \( \kappa^+ \)-Borel sets = sets in the \( \kappa^+ \)-algebra generated by open sets; \( \kappa \)-analytic sets = continuous images of closed subsets of \( \kappa \kappa \) (equivalently, continuous images of \( \kappa^+ \)-Borel subsets of \( \kappa^2 \)).

**Regularity properties:** \( \kappa \)-PSP for a set \( A = \) “either \( |A| \leq \kappa \), or \( \kappa^2 \) topologically embeds into \( A \)”; \( \kappa \)-Baire property (when it makes sense); other “combinatorial” regularity properties.
Usually, generalized descriptive set theory is developed under the crucial condition

\[ \kappa^{<\kappa} = \kappa \]  

(†)

to ensure that e.g. both \( \kappa^2 \) and \( \kappa \kappa \) have a separability-like condition (i.e. they have a dense subset of size \( \kappa \)).
Usually, generalized descriptive set theory is developed under the crucial condition

\[ \kappa^{<\kappa} = \kappa \]

(\dagger)

to ensure that e.g. both \( \kappa^2 \) and \( \kappa \kappa \) have a separability-like condition (i.e. they have a dense subset of size \( \kappa \)). This condition can equivalently be rewritten as

\[ \kappa \text{ is regular and } 2^{<\kappa} = \kappa. \]
Generalized descriptive set theory

Usually, generalized descriptive set theory is developed under the crucial condition

\[ \kappa^{<\kappa} = \kappa \]  

(†)

to ensure that e.g. both \( \kappa^2 \) and \( \kappa \kappa \) have a separability-like condition (i.e. they have a dense subset of size \( \kappa \)). This condition can equivalently be rewritten as

\[ \kappa \text{ is regular} \quad \text{and} \quad 2^{<\kappa} = \kappa. \]

The (first half of the) assumption above causes the loss of metrizability when \( \kappa > \omega \):
Usually, generalized descriptive set theory is developed under the crucial condition

\[ \kappa < \kappa = \kappa \quad (\dagger) \]

to ensure that e.g. both \( \kappa^2 \) and \( \kappa \kappa \) have a separability-like condition (i.e. they have a dense subset of size \( \kappa \)). This condition can equivalently be rewritten as

\( \kappa \) is regular and \( 2^{< \kappa} = \kappa \).

The (first half of the) assumption above causes the loss of metrizability when \( \kappa > \omega \): indeed, \( \kappa^2 \) is (completely) metrizable iff \( \kappa^2 \) is first-countable iff \( \text{cof}(\kappa) = \omega \). (The same holds for \( \kappa \kappa \)).
Usually, generalized descriptive set theory is developed under the crucial condition

$$\kappa^{<\kappa} = \kappa$$

(†) to ensure that e.g. both $\kappa^2$ and $\kappa^\kappa$ have a separability-like condition (i.e. they have a dense subset of size $\kappa$). This condition can equivalently be rewritten as

$$\kappa$$ is regular and $$2^{<\kappa} = \kappa.$$

The (first half of the) assumption above causes the loss of metrizability when $\kappa > \omega$: indeed, $\kappa^2$ is (completely) metrizable iff $\kappa^2$ is first-countable iff $\text{cof}(\kappa) = \omega$. (The same holds for $\kappa^\kappa$.)

The resulting theory is extremely rich and interesting, but quite different from the classical one:
Usually, generalized descriptive set theory is developed under the crucial condition

$$\kappa^{<\kappa} = \kappa$$

(†)

to ensure that e.g. both $\kappa^2$ and $\kappa\kappa$ have a separability-like condition (i.e. they have a dense subset of size $\kappa$). This condition can equivalently be rewritten as

$$\kappa \text{ is regular and } 2^{<\kappa} = \kappa.$$

The (first half of the) assumption above causes the loss of metrizability when $\kappa > \omega$: indeed, $\kappa^2$ is (completely) metrizable iff $\kappa^2$ is first-countable iff $\text{cof}(\kappa) = \omega$. (The same holds for $\kappa\kappa$.)

The resulting theory is extremely rich and interesting, but quite different from the classical one: most of the nontrivial results are either simply false or at least independent of ZFC when $\kappa > \omega$ (e.g. both the Lusin’s separation theorem and Souslin’s theorem fail).
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More recently, Woodin suggested to study generalized DST under $I_0$ in connection with his study of the model $L(V_{\lambda+1})$ (where $\lambda$ is the witness of $I_0$). Notice that such a $\lambda$ has always countable cofinality.
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10(\lambda) is the statement: There is a nontrivial elementary embedding $j : L(V_{\lambda+1}) \prec L(V_{\lambda+1})$ with $\text{crt}(j) < \lambda$ (we call $j$ a witness to $10(\lambda)$).

10 is the statement: there is $\lambda$ for which $10(\lambda)$.

Woodin considers $V_{\lambda+2} = \mathcal{P}(V_{\lambda+1})$ as a large cardinal version of $\mathcal{P}(\omega 2)$: indeed, one can see $V_\lambda$ as an analogue of $V_\omega \approx \omega$, so that $V_{\lambda+1} = \mathcal{P}(V_\lambda)$ is the analogue of $\mathcal{P}(\omega) \approx \omega 2$. Following this analogy, Woodin considers the topology on $V_{\lambda+1}$ generated by the sets of the form

$$O_{a,\alpha} = \{ X \in V_{\lambda+1} \mid X \cap V_\alpha = a \}$$

for $\alpha < \lambda$ and $a \subseteq V_\alpha$.

Woodin claims that “the theory of $\mathcal{P}(V_{\lambda+1})$ in $L(V_{\lambda+1})$ under 10(\lambda) is reminiscent of the theory of $\mathcal{P}(\mathbb{R})$ in $L(\mathbb{R}) = L(V_{\omega+1})$ under AD”.
A test for Woodin’s claim is the Perfect Set Property PSP.
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**Theorem (Woodin)**

Assume $I_0(\lambda)$, as witnessed by $j$. Every $U(j)$-representable set $A \subseteq V_{\lambda+1}$ in $L(V_{\lambda+1})$ satisfies the following dichotomy: either $|A| \leq \lambda$ or $\omega^2$ topologically embeds into $A$. 
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A metric space $X$ is said uniformly zero-dimensional if for every $\varepsilon > 0$, every open set of $X$ can be partitioned into clopen sets with diameter $< \varepsilon$. (Uniform zero-dimensionality follows from ultrametrizability and is equivalent to ultraparacompactness.)

**Proposition (Dimonte-M.)**

Let $\lambda > \omega$ be strong limit of countable cofinality.

- $\lambda^2$ is universal for uniformly zero-dimensional $\lambda$-Polish spaces. (A space $X$ is a uniformly zero-dimensional $\lambda$-Polish space iff it is homeomorphic to a closed subset of $\lambda^2$, iff it admits a compatible complete ultrametric).
- Every closed subset $C$ of a uniformly zero-dimensional $\lambda$-Polish space $X$ is a retract of it. (There is a continuous surjection $g: X \to C$ with $g \upharpoonright C = \text{id}_C$.)
- Every nonempty $\lambda$-Polish space is a continuous image of $\lambda^2$. 
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Similar results hold for the generalized Baire space $\lambda\lambda$. 
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There are some problems when trying to generalize these equivalences by replacing \( \omega^2 \) and \( \omega \omega \) with \( \kappa^2 \) and \( \kappa^\kappa \), especially when \( \kappa \) is regular.
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This has many consequences:

- a function is \( \lambda \)-Borel iff its graph is \( \lambda \)-analytic, iff its graph is \( \lambda \)-Borel;
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**Proof.** Let $\pi$ be a $(U, \kappa)$-representation for $Z$ with the tower condition, as witnessed by $F$. Let $G(Z)$ (or rather $G(\pi, F)$) be the game

<table>
<thead>
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$I$ \quad $\begin{array}{c|c|c}
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i_0
\end{array}$

$\begin{array}{c|c|c}
\hline
\text{II} & \text{I win if she can play for infinitely many turns.}
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\end{array}
\]

- \( s^k_i, t^k_i \in j_k \mu_k \) for some \( \mu_k < \lambda \) and \( j_k \in \omega \), with \( s^k_i \neq s^k_{i'} \) if \( i \neq i' \);
- \( i_k < \lambda_k \);
- \( z_k \in F(\pi(s^k_{i_k}, t^k_{i_k})) \);
- \( s^k_{i+1} \sqsupset s^k_{i_k} \) and \( t^k_{i+1} \sqsupset t^k_{i_k} \) for all \( i < \lambda_{k+1} \), and \( z_{k+1} \sqsupset z_k \).
Proof of the main theorem

**Theorem (Dimonte-M.)**

Let \( \lambda \) be strong limit with \( \text{cof}(\lambda) = \omega \), and let \( \kappa \geq \lambda \) be a cardinal. If \( Z \subseteq \omega \lambda \) admits a \((U, \kappa)\)-representation with the tower condition, then \( Z \) has the \( \lambda \)-PSP.

**Proof.** Let \( \pi \) be a \((U, \kappa)\)-representation for \( Z \) with the tower condition, as witnessed by \( F \). Let \( G(Z) \) (or rather \( G(\pi, F) \)) be the game

\[

\begin{array}{c|c|c|c}
\text{I} & (s^0_i, t^0_i)_{i<\lambda_0} & z_0, (s^1_i, t^1_i)_{i<\lambda_1} & z_1, (s^2_i, t^2_i)_{i<\lambda_2} \\
\hline
\text{II} & i_0 & i_1 & i_2 \\
\end{array}

\]

- \( s^k_i, t^k_i \in j_k \mu_k \) for some \( \mu_k < \lambda \) and \( j_k \in \omega \), with \( s^k_i \neq s^k_{i'} \) if \( i \neq i' \);
- \( i_k < \lambda_k \);
- \( z_k \in F(\pi(s^k_{i_k}, t^k_{i_k})) \);
- \( s^k_{i+1} \triangleleft s^k_{i_k} \) and \( t^k_{i+1} \triangleleft t^k_{i_k} \) for all \( i < \lambda_{k+1} \), and \( z_{k+1} \triangleleft z_k \).
**Theorem (Dimonte-M.)**

Let \( \lambda \) be strong limit with \( \text{cof}(\lambda) = \omega \), and let \( \kappa \geq \lambda \) be a cardinal. If \( Z \subseteq \omega \lambda \) admits a \((U, \kappa)\)-representation with the tower condition, then \( Z \) has the \( \lambda \)-PSP.
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\( G(Z) \) is a closed game, hence determined. If I has a winning strategy, testing it against all possible moves of II we get an embedding of \( \prod_{k \in \omega} \lambda_k = C(\lambda) \cong \lambda^2 \) into \( Z \). So let us assume that II has a winning strategy \( \tau \) in \( G(Z) \).

Consider the auxiliary game \( G^*(Z) \) (or rather \( G(\pi) \))

<table>
<thead>
<tr>
<th>I</th>
<th>((s_{i_0}^0, t_{i_0}^0)_{i &lt; \lambda_0})</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>II</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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\[
\begin{array}{c|c|c}
I & (s_i^0, t_i^0)_{i < \lambda_0} & \rule{0pt}{2.5ex} \\
\hline
II & (s_{i_0}^0, t_{i_0}^0)_{i_0 < \lambda_0} & \rule{0pt}{2.5ex}
\end{array}
\]
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\( G(Z) \) is a closed game, hence determined. If I has a winning strategy,
testing it against all possible moves of II we get an embedding of
\( \prod_{k \in \omega} \lambda_k = C(\lambda) \approx \lambda^2 \) into \( Z \). So let us assume that II has a winning
strategy \( \tau \) in \( G(Z) \).

Consider the auxiliary game \( G^*(Z) \) (or rather \( G(\pi) \))

<table>
<thead>
<tr>
<th></th>
<th>( (s_i^0, t_i^0)_{i &lt; \lambda_0} )</th>
<th>( (s_i^1, t_i^1)_{i &lt; \lambda_1} )</th>
<th>( (s_i^2, t_i^2)_{i &lt; \lambda_2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>( i_0 )</td>
<td>( i_1 )</td>
<td>( i_2 )</td>
</tr>
<tr>
<td>II</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

where I does not have to produce the witnesses \( z_k \),
Proof of the main theorem

When I wins a run, she has built an element \( x = \bigcup_{k \in \omega} s^k_{i_k} \in \omega \lambda \), and a
\( y = \bigcup_{k \in \omega} t^k_{i_k} \in \omega \lambda \) witnessing that \( x \in Z \) — the well-foundedness of the corresponding tower is witnessed by \( z = \bigcup_{k \in \omega} z_k \), since \( z_k \in F(\pi(s^k_{i_k}, t^k_{i_k})) \).

\( G(Z) \) is a closed game, hence determined. If I has a winning strategy, testing it against all possible moves of II we get an embedding of \( \prod_{k \in \omega} \lambda_k = C(\lambda) \approx \lambda^2 \) into \( Z \). So let us assume that II has a winning strategy \( \tau \) in \( G(Z) \).

Consider the auxiliary game \( G^*(Z) \) (or rather \( G(\pi) \))

<table>
<thead>
<tr>
<th></th>
<th>( (s^0_i, t^0_i)_{i&lt;\lambda_0} )</th>
<th>( (s^1_i, t^1_i)_{i&lt;\lambda_1} )</th>
<th>( (s^2_i, t^2_i)_{i&lt;\lambda_2} )</th>
<th>( \ldots )</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>( i_0 )</td>
<td>( i_1 )</td>
<td>( i_2 )</td>
<td></td>
</tr>
<tr>
<td>II</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

where I does not have to produce the witnesses \( z_k \),
Proof of the main theorem

When I wins a run, she has built an element \( x = \bigcup_{k \in \omega} s^k_{i_k} \in \omega \lambda \), and a \( y = \bigcup_{k \in \omega} t^k_{i_k} \in \omega \lambda \) witnessing that \( x \in Z \) — the well-foundedness of the corresponding tower is witnessed by \( z = \bigcup_{k \in \omega} z_k \), since \( z_k \in F(\pi(s^k_{i_k}, t^k_{i_k})) \).

\( G(Z) \) is a closed game, hence determined. If I has a winning strategy, testing it against all possible moves of II we get an embedding of \( \prod_{k \in \omega} \lambda_k = C(\lambda) \approx \lambda^2 \) into \( Z \). So let us assume that II has a winning strategy \( \tau \) in \( G(Z) \).

Consider the auxiliary game \( G^*(Z) \) (or rather \( G(\pi) \))
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\( G(Z) \) is a closed game, hence determined. If I has a winning strategy,
testing it against all possible moves of II we get an embedding of
\( \prod_{k \in \omega} \lambda_k = C(\lambda) \approx ^\lambda 2 \) into \( Z \). So let us assume that II has a winning
strategy \( \tau \) in \( G(Z) \).

Consider the auxiliary game \( G^*(Z) \) (or rather \( G(\pi) \))

\[
\begin{array}{c|c|c|c|c|}
I & (s^0_i, t^0_i)_{i<\lambda_0} & (s^1_i, t^1_i)_{i<\lambda_1} & (s^2_i, t^2_i)_{i<\lambda_2} & \ldots \\
\hline
II & i_0 & i_1 & i_2 & \ldots \\
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where I does not have to produce the witnesses \( z_k \), and I wins iff
\( x = \bigcup_{k \in \omega} s^k_{i_k} \in Z \) with \( y = t^k_{i_k} \) witnessing this. A priori, such a game is
not necessarily determined (the complexity of the payoff depends on the
complexity of \( Z \) and \( \pi \)), but...
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